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Abstract

The space between data and concepts is filled lwifflotheses, which make up everything we
call methodology. This claim is explained via acdission of the role of interpretive, descriptive
and explanatory hypotheses in methodology. Theudgon is followed by an examination of
the criteria that make any hypothesis a significarg, worth testing. As an example we take the
well-known literal translation hypothesis. Thistetathat as translators process a given text
segment, they tend to proceed from more literagives to less literal ones. The main criteria
on which a hypothesis can be justified as significare: explicitness, multiple testability,
theoretical implications (links with other hypotlee}, applicability to other research problems,
surprise value, and explanatory power. Severalrdtiipotheses in Translation Studies will be
referred to en route, including Toury’'s laws, Skdestch’s deverbalization, Tirkkonen-
Condit’s unique items, Halverson’s gravitationall pumnd Pym’s risk avoidance.
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1 Introduction

The space between data and concepts is filled wghotheses, which make up
everything we call methodology. And some hypothesesmore important than others.
— This paper first explains the difference betwerarpretive and empirical hypotheses,
and then discusses the interpretive kind in moteildéAll methodology starts with
interpretive hypotheses, and usually (but not akydlgen proceeds to empirical ones.
We then move on to consider what makes any hypistlaesignificant one, taking the
literal translation hypothesis as a test case &xrg#ive, empirical hypothesis). This
finally leads into an outline of different kinds ekplanation, as we assess how much
explanatory power the literal translation hypothdss.

Etymologically, the wordnethodderives from a Greek expression meaning ‘along the
way'. Methodology implies the idea of proceedingrej a path, in order to reach a
destination. The knowledge we attain along the pathot certain: all hypotheses are
guesses — albeit well-justified and well-testedsges. There may be a better way to get
from A to B; or we might change our mind and setfou C after all. All methodologies
contain a built-in fallibility. But this very fallility also implies the possibility of
improvements. We can revise hypotheses, or diswaed that no longer seem useful.
At each point where we have a hypothesis, theemispening to question, challenge,
offer alternatives; to ask for more justificatiorgise counter-arguments, point to
counter-evidence, or suggest better interpretatidgpotheses of all kinds thus need to
be tested against evidence and in use, and jasiifieerms of their importance.
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2 Interpretive hypotheses

An interpretive hypothesis has the general foxrcan be (usefully) interpreted as Y.
The key term isas. It is a classic observation in hermeneutics that understand
anything by understanding #s something: we make some sense of the new or the
complicated by seeing it in terms of something mfamiliar or more simpleas
something familiar or simple. Light is seaswaves, ofas particles, or indeed as both.
An interpretive hypothesis is tested in use, pragrally, as having more or less added
value in furthering our understanding, generatingpieical hypotheses, synthesizing
existing knowledge, and so on. Interpretive hyps#iseare testable against data, but
they are not falsifiable; in this respect they eliffrom most good empirical hypotheses.
(I know falsifiability is a tricky concept, but Wikkip over that problem here.) Yet
interpretive hypotheses can be revised and disdatde, just like empirical ones
(Follesdal 1979; Chesterman 2008). We can always &asw good is this
interpretation? No research, empirical or otherwesa avoid interpretive hypotheses.
They are found at many levels in methodology: immfolating general perspectives (e.g.
seeing translation as rewriting, or as cannibalison, as reported speech), in
operationalizations (we here measure quality aslejinitions and classifications, in
interpreting results, and so on.

Another special feature of interpretive hypothasethe way they can accumulate. We
can entertain several at the same time, and exploneerous interpretations, all of
which may have something to offer. New ways of sgeiomething do not necessarily
banish old ones, but come to exist alongside tlaelting depth of understanding.

One initial question is: what do we / can we takelata? Notetake as data. Data are
taken, not given. There are no data that can bereobd in the total absence of any
theory. And some data are elicited by a given rebemethod, and are thus definasl
data by the method itself. So even our first petioep of data of any kind are coloured
by our perspective, our preliminary theoreticaluasgtions and so on. Our first sight of
some data is thus bound to an iniiidlerpretive hypothesis: that this stuff that we ar
observing is something to be interpreteddata So here is a Really Useful Definition:
data areinterpreted stuff. This looks simple. But scholars only 50 years, dgjoalone

a hundred or a thousand years ago, would have madch narrower interpretation of
what stuff would count as data for translation aeslke than we do today.

Given that we have some data, what do we take laasig unit, in a given research
project? Some of these units may seem to groupsblees into natural categories, but
ultimately their existence is largely a questionraérpretation. Ideally, we would like
our concepts of data units to “carve nature ajdhgs”, as Plato put it. But we seldom
reach such ideals. When we think we see a poss#tégory, we conceptualize it and
give it a name (or borrow from previous researgl)s gives us a set of concepts and a
set of terms. But in both cases we are dealingnagéh interpretive hypotheses. We
hypothesize that it is useful to carve out a giwet of data as being sufficiently
homogeneous to be reasonably distinguished fromesotier category, such that it
allows interesting generalizations to be made.
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For instance, we can pick out things we conceptaads what we call texts. What is a
text? (What do we interpreds a text?) What we might want to call texts are not
necessarily only written, nor even static (cf. Ebnenittees, laws being drafted; an oral
speech). So the concept needs to be interpreteein g working definition. All such
definitions are agreements that can be revised,peananent facts carved in rock.
Recall the changing definitions of a metre, or deraoy, or life...

Textis a relatively simple case, but in Translationdsts we have some big problems
here — not to mention the additional problems amstating the terms we use into other
languages. There is a long-running debate aboutntesl (strongly felt by some
scholars, but much less so by others) to standamiiz terminology (cf. the special
issue ofTarget 19, 2; 2007). Categorizations and definitions goed examples of
interpretive hypotheses. If it turns out that aegivcategorization does not give rise to
any good generalizations, we can drop it. And #mesgoes for definitions: if you can’t
do anything with them, drop them. They are onlyrimsents.

The first way to test the usefulness of interpeetiwpotheses of categorization or
definition is to link them explicitly to instancas the data. A single example will show
that it is at least possible to apply the concepthe data. But even several selected
examples will not suffice to prove that this cortcespbetter than some competing one,
or whether it is worth pursuing. Consider, for amste, our many taxonomies of
strategies and shifts. These are often hard toyapfihough easy to exemplify. The
challenge is to provide adequately explicit craerPym (2010: 66f) discusses the
difficulty of applying to new material some well-éwn classifications of translation
strategies and shifts.

3 Descriptive hypotheses

Categorizations and descriptions are part of asgrijgion of course, and hence part of
any descriptive hypothesis. The basic form of acdsve hypothesis can be given

simply as followsall X have feature F. This is an empirical claim, and may be correct
or false. A descriptive hypothesis is thus a gdizataon, describing a pattern of some
kind. The definitions of X and F are all ultimatddgsed on interpretive hypotheses.

Descriptive hypotheses are usually first proposedam unconditioned, maximally
general form. If empirical tests begin to turn wydence against the hypothesis in this
form, it needs to be modified into a conditionednip such as: all Xof type T have
feature F; or all X show feature thder conditions ABC; or all X have a tendency
(with probabilityp) to show feature F.

In Translation Studies, research on so-called usale has turned up a number of
interesting descriptive hypotheses, which are diding tested: the explicitation
hypothesis, the unique items hypothesis, the refmtion hypothesis, and so on (cf.
Mauranen and Kujamaki 2004). So far, it seemsttietnconditional forms of some of
these hypotheses are not supported. The retramslaypothesis, for instance, does not
seem to apply to drama translation, which seembetgoverned by quite different
considerations (see e.g. Brisset 1989). So theg teebe conditioned. It then becomes
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clear that our initial term “universal” is unfortate, because its meaning in Translation
Studies moves rather far away from its original neg in language typology
(language universals). So we need a better intirpréypothesis here. It also seems
clear that sometimes we waste time retesting hgseth (in an unconditioned form) that
have already been falsified in this form: it woub@ better to develop plausible
conditioned formulations and test these. Under what conditievith what language
pairs / translation directions / text types / degoé professionalism etc. do we find that
translators tend to reduce repetition, or manifeste interference?

A good way of refining descriptive hypotheses irs tivay is via correlations. Here are
two paraphrased examples from Toury’s well-knowrrkw@hey both have the form:
the more X, the more Y; or: the more X, the mokelly Y.

Translations are more standardized than their sotaxts >> The more peripheral the status of
translation in a given culture, the more standadizanslations tend to be (Toury 1995: 271)
Translations manifest interference >> There witlddo be more interference when translation is
carried out from a high-prestige culture to a miagiture (ibid.: 278)

The correlations thus express hypothesized comditioonstraints on the generality of
the underlying descriptive claim.

Research may also progress in the opposite diregNdiypothesis can be proposed for
a restricted type of data, maybe even a single, easkthen it is discovered that it also
applies to other cases and thus has a more gesuenaé. For instance, the use of more
standardized language may not only be a tendenaydfan translations but also in
normal second or foreign language performance.

4 What makes a good descriptive hypothesis?

A hypothesis is assessed at two stages. It iswfedested, and found to be supported
or not supported (does it seem to be true?). Thig lead to adjustments in the way it is
formulated or operationalized, and in both thederpretive hypotheses are of the
essence. Take the explicitation hypothesis, faamse. There are several ways in which
the notion itself has been defined, and severabwayvhich it has been operationalized
and measured, so that it is virtually impossiblectonpare research results. Blum-
Kulka’'s original operationalization (1986) was iarms of the addition of explicit
markers of cohesion, but many interpretations Hae@n proposed since then (see e.g.
Klaudy 1996, Englund Dimitrova 2005). One criterioha good hypothesis would be
one where the interpretive debate has, for the beieg at least, been settled, and we
can proceed to the empirical testing of the clairmquestion. In this respect, the
explicitation hypothesis is not yet a good onewasare still arguing about what it
means! In other words, we have not yet succeedejieeing about how to make it
adequately explicit. (Cf. Becher 2010.)

But hypotheses are also assessed in terms ofdigeificance; they are (more or less)
justified in the first place, before even beingtéds After all, some hypotheses matter
more than others. A well-justified hypothesis Withake a difference” to the field, to
theory or to practice — if it is then supportedthg evidence.
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There are several ways of justifying a hypotheaisg hence avoiding the risk of
triviality. To illustrate this, let us assess theral trandation hypothesis, which I will
formulate here as follows: during the translationgess, translators tend to proceed
from more literal versions to less literal oneseTimderlying assumption is that the
translator’'s cognitive processes will tend to buenced, initially, by formal features
of the source text. The hypothesis could also la¢edtin terms of a process of
deliteralization, i.e. a move from more literalléss literal. The hypothesis itself is by
no means a new idea, of course. Toury (1995: 19éady cites lvir (1981: 58) on the
idea that translators start from target versiors #how formal correspondence, and
then move on to freer versions when they need torder to achieve a relevant
equivalence. The rejection of the initial literargion is assumed to be made by some
kind of cognitive monitor, and several scholars én@voposed a “monitor model” to
represent this (see e.g. Tirkkonen-Condit 2005).

Like any empirical hypothesis, its formulation reégs a number of definitions and
hence interpretive hypotheses. The main interpregiwestion is: what exactly do we
mean by “literal”? The term “literal translation’s icommonly applied both to a
complete translation and to a local translatioutsmh (strategy). Both these uses raise
the problem of where exactly to draw the line betwa literal translation and a non-
literal one. | think we are dealing with a continutnere, not two distinct classes. If we
interpret “more literal” as “manifesting more forhgmilarity with the source”, this
allows the comparative formulation of the hypotkesientioned above, in terms of a
process that goes from more to less literal. Wa tieed to define, for a given research
project, how the degree of similarity is to be me&ad, which can easily be done in
terms of the frequency of shifts of various kindad then we need to decide the scope
of the hypothesis: are we talking about all tratnstes, or just certain types?

How important is this hypothesis? First justificati it can be formulated explicitly
enough to be empirically tested. If we operatiareathe verb “tend” in the formulation
above (e.g. to: in at least x% of cases studibé)hiypothesis can also be falsified.

Second, it can be tested in several quite diffeveays. This is also a merit, partly
because it makes the hypothesis more vulnerabtegassible multiple corroboration is
correspondingly more meaningful), and partly beeaitisndicates that the hypothesis
may have relevance to different research framewanksmay thus perhaps encapsulate
a fairly general insight. The various ways of tegtihe hypothesis include the following
(most of them are used or referred to in Englunaiova 2005):

— Think-Aloud Protocols. Do translators’ verbalipats show movement away from more literal
versions?

— Keystroke logging analysis, such as Translog.data

— Interim solutions analysis (the study of the seui process across a series of drafts). This was
the context of Toury’s reference to Ivir, cited abo

— The study of repairs in simultaneous interpretiofy work referred to in Tirkkonen-Condit
2005). Interpreters appear to use fewer repairsnvthere is more syntactic similarity between
strings in the two languages, which suggests epsi@essing.

— The study of the time taken to translate diffedends of idioms, some of which have formally
matching versions in the target language (and terzk translated faster) and some of which do
not. (Also discussed in Tirkkonen-Condit 2005.)
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— The study of interference in general. Interfeeeiscof course a sign of some (usually) unwanted
similarity that has been carried over from the seuext into the target version.

— The study of differences between novice and geidmal or expert translators. A plausible
corollary to the hypothesis would suggest thatgssibnals and experts proceed more quickly, and
further, along the path away from an initial liteteanslation; or that they actually start their
processing from a less literal point. (See e.g.liEmyDimitrova 2005.)

— The study of translation performed under condgiof unusual time stress. One might expect
that when processing time is strictly limited, moeeourse is taken to literal versions, but redearc
on this has so far been rather inconclusive (ggelansen and Jakobsen 2000).

Third, the hypothesis has theoretical implicatiohbis criterion can be explained in
terms of the various relations the hypothesis enteto with other hypotheses. For
instance, it might be a counter-hypothesis to apmimg claim. In the case of the literal
translation hypothesis there is indeed a compedi@g: the deverbalization hypothesis,
proposed and assumed (but not empirically testgd)hb so-called Paris school of
interpreting, a claim implying the separation ofnfioand meaning during processing.
The deverbalization claim is that translators gaight to a deliteralized version. True,
the deverbalization hypothesis was originally pssgabfor interpreting, but it has also
been taken to apply to translation (see e.g. Selgtsk and Lederer 1984). If the literal
translation hypothesis holds good, any deverbatimatould take place only after the
initial literal phase, during drafting or duringvision.

There are also other conflicting arguments whiclkerthe literal translation hypothesis
interesting. Nida’s well-known river-crossing modeff translation (e.g. 1964),
comprising the three stages of analysis, transfdrrastructuring, appears explicitly to
assume deverbalization, at least insofar as thadostructure of the source text is
initially recast into its basic semantic structuie.Nida’s model, however, the initial
deverbalizing move away from the source surfacectire is represented as taking
place within the source language, not the targeguage. Evidence in favour of the
literal translation hypothesis would thus suggesne initial transfer to the target
languagewithout analysis, which would go against the model. Yeté¢hmight also be
evidence of a move towards freer renderings dutivegrestructuring process, which
does take place within the target language. Thet gas clear that Nida’s model is not
based on explicit empirical evidence, and is preduynintended to have pedagogical
and prescriptive priorities, as indeed was the dmlzation idea. Nevertheless, the fact
that the literal translation hypothesis stands idiaectic relation with a competing
claim gives it a sharp theoretical relevance. #ioahas the rhetorical advantage of
enabling scholars to formulate their discussioreuali as a confrontational debate.

There are other kinds of possible relations wittheot hypotheses, apart from
oppositional ones. A given hypothesis might belalsgpothesis of a more general one,
and thus bring potential support to the latter. Tafdhe most general hypotheses that
have so far been proposed are Toury’'s “laws”, wHickferred to above. The literal
hypothesis seems to be a manifestation of the gemgerference hypothesis: it makes
a more specific claim, about the relative degremigirference at different stages of the
translation process (i.e. more at the initial stafjghe translation of a given unit, then
less later).

Or a given hypothesis might be a general one, wbarinects to a more specific one.
Consider the relation between the literal trangtathypothesis and the unique items
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hypothesis (Tirkkonen-Condit, e.g. 2004; Chesterr@@07). The latter claims that

items which are specific to a given target langutaged to be under-represented in
translations. The assumption is that translatard fio direct trigger in the source text
which would suggest the target-specific item; iadiethey select the form that
corresponds more closely to the source-text triggjare, the unique items hypothesis
does not look at the initial choice, or the firsaft, but at the final version. (I do not

know whether it has been tested on interim solstidata.) But the two hypotheses
seem to go hand in hand, and if both are suppahteg corroborate each other. Both
would point to the effect of source interferenced doth would go against the initial

deverbalization idea. The key point about all thksels of relations is that they all

contribute to creating networks of interlocking btipeses, and thus promote the
evolution of broader theories.

A fourth justification is that the hypothesis cdscaoffer applications to different kinds
of research goals. In other words, it is fruitfutpductive. It might offer a solution to a
significant practical or social problem, or to difént theoretical problems. In the case
of our example, the literal hypothesis has intémgspotential applications in the
description and explanation of individual transtatstyles, and perhaps in the
optimization of revision procedures (see e.g. Mpsa007). There may be more than
one tendency at work: some translators, underinestanditions, may tend to process in
adeliteralizing direction, from more literal towards less litenahile others work in the
opposite direction, beginning with a freer versamd then pulling it back closer to the
source text during processing or revision (r.iteralizing). So our hypothesis can
generate additional research questions: under wdaditions do translators tend to
deliteralize, and under what conditions do theytemreliteralize? Do these conditions
have to do with personality? Translator style? Teyie? Language pair and/or
direction? Length of professional experience? [@esitranslation quality? Left-
handedness?... How then could we use this infoomati order to improve procedures
of self-revision and other-revision?

A fifth criterion of significance is surprise valud bold (unlikely) hypothesis that is
corroborated is extremely interesting; and so aatious (plausible) one that et
supported. In the latter case, we might suspectdsing procedure itself; we might
also need to reconsider cherished assumptionsathaally do not hold. (For instance:
that all amateur translations are of lower qualitvan professional ones, or that
translations always improve if translators have entime.) In this respect, the literal
translation hypothesis is less impressive. Becéusgpears to be highly plausible, it is
a rather cautious hypothesis. Research resultsiviatt against it would rather surprise
us. Bolder and potentially more interesting subdtlgpses might eventually emerge
when we know more about the specific conditionseurvehich a processing move from
more to less literal tends to occur, and whemitisenot to occur.

We can now add a sixth criterion, perhaps the nmpbrtant of all: a hypothesis is
significant if it has explanatory power. This takes beyond description into
explanation.
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5 Explanatory and predictive hypotheses

The fundamental goal of any research is to exmainnderstand something. One basic
sense of explanation is the causal sense: we explaioccurrence of X by saying that it
has been caused by Y. In translation, Y would idelbboth external factors like the
languages involved, the skopos, the working coowlétietc., and also the translator’s
agency, know-how, subjectivity, moods, etc. Butre¢heare also other ways of
explaining. Generalizations themselves are alstnd &f explanation: they show that
the explanandum is not an isolated phenomenonbé&haves like others of the same
kind. In this way, a generalization about X helgsta make some sense of X, to
understand it better (see Croft 1990). One can asplain by colligating
generalizations and/or observations under a sigglerning principle, as Darwin did
with the notion of natural selection. Salmon (1968ls this explaining by unification.
Or one can explain by situating a phenomenon ircatstextual network, which also
helps us to make sense of it, so that we are lezdeal, less in need of an explanation
(cf. the use of a nexus model in Koskinen 2008).

Some would argue that the causal type of explamagithe basic one, and that the other
types are either implicitly (weakly) causal or meally explanations at all. | prefer to
use a broader concept of what can constitute ataexioon, and so include them all.
What all explanatory hypotheses have in commoheadact that they propose different
kinds of relations between the explanandum X amdetbing else, so that X is shown
not to be an isolated phenomenon. This furthestitates the significance of hypotheses
that relate in some way to other hypotheses: dne way in which they show their
explanatory power. And it also illustrates the exitory role played by interpretive
hypotheses, for relations are also interpreteds }ss puzzling if we seeas Y. The
explanatory power of a hypothesis is thus a meadute ability tomake sensen some
way, of the explanandum X.

Let’s take a couple of examples of proposals timtta explain something by explicitly
relating it to something else. As generalizatior@jry’s two laws referred to earlier are
not only descriptive but also explanatory, in tlemse that (if they hold good) they
“make sense of” many observations of interferencstandardization. But we can go a
step further. Might there be some other principtere general than these laws, which
would make sense of the laws themselves? Pym (20@8gs just such a suggestion.
He argues that both laws could themselves be equlay the notion of risk-avoidance.
Translators have an in-built desire to avoid riskys Pym, and they do this both via
exploiting interference and via standardizing. Pyexplanatory hypothesis looks like a
unificatory one, but it also has a causal sense. gdsited cause is situated within the
translator’s sociopsychological attitude, or hafitwhich may itself partly be the result
of training.

My second example comes closer to our literal tediom hypothesis. Halverson’s
hypothesis of gravitational pull focuses on howgétanguage category prototypes and
superordinate conceptual schemata tend to infludreéranslator’s choices, leading to
the over-representation of certain kinds of itemal¢erson 2003, 2007). This cognitive
pull, she argues, explains such putative translatioiversals as simplification and
generalization. But underlying this idea there liwiously the assumption that salient
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source-text features will also exert a pull (igading to interference of some kind, and
hence evidence for the literal translation hypa#)esn her discussion of the unique
items hypothesis, Halverson makes this point ekjlite.g. 2003: 223). In the absence
of any conceptual overlap between source and tatgettures, it is only to be expected
that target-language-unique forms will be underesgented. In other words, if there is a
choice between a target structure that is formsittyilar (and hence cognitively salient
at the moment of target-item selection) and on¢ ithaot, the translator will tend to
select — at least initially — the formally similane and thus save processing time and
effort. Halverson also makes the important poiat $imilar effects have been observed
in studies on second language acquisition. Thisli@apthat so-called translation
universals may not be specific to translation, batve to do more generally with
language use under particular constraints.

Halverson’s hypothesis thus situates its causgger not in the translators’ attitudes but
in their cognitive processes. So we are dealing ath a different level of causal
explanation, which is not necessarily in confliathwthe risk-avoidance idea but might
complement it. Both these explanatory hypothesepgse an explanation by linking
descriptive textual phenomena with other phenoneé@adifferent kind, not textual but
attitudinal or cognitive. An explanation that makibss kind of connection is more
powerful — because more general — than one thatainsmwithin the field of the
explanandum itself. Halverson actually takes thep swice: first by extending the
hypothesis beyond translation studies into secanduage acquisition studies; and then
by the appeal to cognitive processes. Pym’s rigskemnce hypothesis also looks
outward beyond translation to intercultural coopierain general, and the social risks
of non-cooperation.

Predictive hypotheses are sometimes simply formulationsdstinig explanatory ones.
If X is explained as being caused by conditions AR@e can test this claim by
predicting that whenever conditions ABC hold, XIvatcur (with probabilityp). But
the relation between explanatory and predictiveoliypses is not always so evident.
Explanations are easier to make than predictions; @an explain (in hindsight) more
than one can predict. Descriptive hypotheses ads@ la built-in relation to predictive
ones. The descriptive claim made by the literatdlaion hypothesis leads easily to a
predictive formulation: (under conditions ABC) tedators will tend to first
write/verbalize more literal versions and then taedilize them. Predictive hypotheses
are also implicit in methodologies which are desijto elicit data, not just analyse it
(such as TAP, or interviews). The predictions drat tthese methods will produce
interesting and relevant data. Prescriptive clafiysu should do this”) are also implicit
predictions (“if you do this, the client/reader/iivbe pleased, etc.”).

What kind of explanatory power does the literahglation hypothesis have? It certainly
unifies a number of different kinds of observatiomsier a single idea. And it links with
several other hypotheses, in different ways. Artloalgh it is overtly a descriptive
claim, it is based on assumptions about the infteeof linguistic form on cognitive
processing. It would be interesting to explore hiaw these assumptions could also
explain second language acquisition data, or featof text composition by bilinguals
writing in their weaker language, or natural tratisihs done by untrained bilingual
children. This would be the next step: to exters rach of the hypothesis in order to
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connect with other fields, and thus stretch and itesexplanatory power. The more
relations of different kinds a hypothesis allowstasestablish, the more explanatory
power it has.

6 Final comments

The oldest research methods in TS have been caatepbalysis and comparative

textual analysis. Conceptual analysis is basictily generation and assessment of
interpretive hypotheses. In TS this has sometimlesrt place at some distance from the
data, however, and exemplification has been diffioespecially on new data. New

interpretive hypotheses are often proposed, butsnobften tested beyond a possible
exemplification or two. Text analysis, on the otland, is an empirical endeavour

which is mainly descriptive.

We now have many more kinds of data than earliotjust textual — and a great many
hypotheses of different kinds. One problem herensei® be that we repeatedly test the
same hypotheses in an unconditioned, absolute fehan they have long been shown
to be false in that form. Perhaps we should givehepterm “universals”, for instance,
and prefer claims that are precisely conditioneegl, mot absolute. That would mean
adjusting the level of generalization we are aimangAt the same time, we need to
develop bold general hypotheses which offer greatptanatory power (such as Pym’s
risk-avoidance idea), and find ways of operatiaiatj and testing them. This
underlines the importance of formulating hypothese®xplicitly as possible, whether
they are interpretive or empirical. Perhaps we actually working with more
hypotheses than we realize?
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